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Abstract001

Social cognition—the ability to understand oth-002
ers’ mental states—relies heavily on contex-003
tual subtleties. However, current NLP eval-004
uations of social cognition predominantly fo-005
cus on static evaluation using decontextualized006
statements with majority-vote labels, overlook-007
ing the nuanced interpretations crucial to such008
interactions. This raises concerns about the re-009
liability of these evaluations in assessing social010
cognitive capabilities. In this work, we con-011
duct extensive human experiments across six012
social cognition benchmarks to quantify how013
static evaluations lead to inconsistent interpre-014
tations and demonstrate that incorporating con-015
textual information significantly improves hu-016
man agreement and performance. Building on017
these insights, we propose a novel framework018
that uses persona-based simulations to system-019
atically identify ambiguous items before bench-020
mark deployment. Finally, we evaluate large021
language models (LLMs) under both static and022
contextualized conditions, revealing that model023
rankings shift substantially when context is pro-024
vided for ambiguous items—highlighting that025
current evaluation approaches may not accu-026
rately reflect true social cognitive capabilities.027
Our findings underscore the importance of con-028
sidering context when designing and deploying029
social cognition benchmarks.030

1 Introduction031

Statement: “I did not expect that.”
Q: What is the speaker’s sentiment? Select one below.

Choices: Positive, Negative, Neutral, Ambiguous

P1 P2

Context: Job promotion Context: Car accident
Positive Negative

Figure 1: An example of how different context can lead
to different interpretations of the same statement in a
typical annotation task.

Understanding others’ mental states—beliefs, in-032

tentions, and emotions—is a cornerstone of human033

social interaction. This ability, often referred to 034

as social cognition, is deeply contextual, relying 035

on the subtleties of dialogue and individual experi- 036

ences (Pons et al., 2003; Apperly, 2012). Individual 037

variation in interpreting mental states comes from 038

differences in cultural backgrounds (Perez-Zapata 039

et al., 2016; Shahaeian et al., 2011), personal expe- 040

riences (Dweck, 2017), and cognitive styles (Well- 041

man et al., 2001). For instance, Figure 1 shows the 042

ambiguous statement “I did not expect that” could 043

express delight when heard after a promotion or 044

dismay following an accident. Context is essential 045

to resolve such ambiguities and enable accurate 046

social reasoning (Kuhlen and Brennan, 2013). 047

Despite this, current NLP evaluations of social 048

cognition are static, relying on decontextualized 049

statements with majority-vote labels, assuming a 050

single correct interpretation (Creanga and Dinu, 051

2024; Li et al., 2024). These evaluations fail to 052

account for the inherent variability and ambigu- 053

ity of human language, oversimplifying the com- 054

plexity of mental state inference (Demszky et al., 055

2020; Srinivasan and Choi, 2022; Farha et al., 2022; 056

Nakov et al., 2019; Mohammad et al., 2016). As a 057

result, such benchmarks often produce unreliable 058

assessments of both human and LLMs capabilities 059

(Li et al., 2024). Recent efforts in evaluating LLMs 060

have seen a move towards interactive settings such 061

as Chatbot Arena (Chiang et al., 2024), where users 062

engage in open-ended conversations with paired 063

LLMs and provide preferences feedback based on 064

interactions. While these evaluations offer insights 065

into overall conversational ability, it is difficult to 066

isolate and measure social cognitive abilities in this 067

type of evaluations due to the potential influence of 068

surface-level factors, such as writing styles (Cao, 069

2024) and engagement (Peng et al., 2024). This sig- 070

nifies the need for domain-specific, well-designed 071

social cognition benchmarks that can provide iso- 072

lated measure of LLM’s ability to accurately infer 073

people’s mental states including intent, belief and 074
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emotion.075

However, current social cognition benchmarks076

face significant limitations of their own. In this077

work, we conduct extensive human experiments to078

1) reveal that static evaluations frequently result in079

significant inconsistencies, with ambiguous items080

contributing to low agreement, 2) quantify how081

adding context significantly improves human agree-082

ment and performance by comparing static to con-083

textualized evaluations. We then introduce a novel084

framework using persona-based simulation to sys-085

tematically identify potentially ambiguous items086

in social cognition benchmarks before deployment.087

Finally, we evaluate large language models under088

both static and contextualized conditions, revealing089

that model rankings shift substantially when con-090

text is provided — highlighting that current static091

evaluations may not accurately reflect models’ true092

social cognitive capabilities.093

2 Related Work094

2.1 Social Cognition Evaluations095
Current social cognition datasets consist primar-096

ily of decontextualized statements from internet097

sources, annotated for intent (Farha et al., 2022;098

Srinivasan and Choi, 2022), belief (Nakov et al.,099

2019; Davydova and Tutubalina, 2022), and emo-100

tion (Demszky et al., 2020; Mohammad et al.,101

2016). There have been increasing calls to develop102

context-enhanced approaches for NLP evaluation103

(Li et al., 2024). Recent advances in emotional104

intelligence evaluation have incorporated human-105

designed situational contexts (Wang et al., 2023;106

Sabour et al., 2024), while LLM-generated content107

has been used for emotion understanding (Paech,108

2023; Gandhi et al., 2024b) and belief inference109

(Gandhi et al., 2024a; Xu et al., 2024a). Fully in-110

teractive frameworks, where LLMs are evaluated111

in agentic settings, have also emerged (Zhou et al.,112

2023; Wang et al., 2024). While these approaches113

represent important progress, they lack systematic114

analysis of how context impacts human agreement115

and model evaluation. Our work provides the first116

comprehensive study quantifying the effects of con-117

textual information on both human and model per-118

formance across multiple social cognition bench-119

marks.120

2.2 Label Variations and Ambiguity121
Variations in annotations are prevalent across var-122

ious NLP tasks, including natural language infer-123

ence (NLI) (Beck et al., 2020; Huang and Yang,124

2023), sentiment analysis (Jiang and Marneffe,125

2022), text classification (Yuan et al., 2024). These126

variations stem from factors such as inherent ambi- 127

guity in language (Xu et al., 2024b), the subjective 128

nature of interpretation (Deng et al., 2023) and 129

variations in annotator background and understand- 130

ing (Wan et al., 2023). For example, in sentiment 131

analysis, annotators may disagree on the sentiment 132

expressed in a text due to differing interpretations 133

of nuanced expressions or vague statements (Xu 134

et al., 2024b). Similarly, in text classification tasks, 135

variations arise from challenges in assigning labels 136

to documents with multiple applicable categories 137

or when dealing with ambiguous or overlapping 138

categories (Yuan et al., 2024). These challenges 139

highlight the critical need to account for and ad- 140

dress label variation. Approaches such as entropy- 141

based methods for identifying ambiguous instances 142

(Baumler et al., 2023), leveraging annotator cer- 143

tainty with multiple annotations (Andresen et al., 144

2020), and incorporating contextual cues to miti- 145

gate ambiguity (Beck et al., 2020) have proven ef- 146

fective across NLI tasks. (Deng et al., 2023) show 147

that models can learn significantly better by explic- 148

itly leveraging annotator disagreements across a 149

wide range of NLP tasks, indicating that disagree- 150

ment is not merely noise but a rich signal that can 151

improve performance when appropriately modeled. 152

Our work extends these disagreement-aware ap- 153

proaches by introducing persona-backed annota- 154

tions and entropy-based methods to model ambi- 155

guity in social cognition tasks, while showing how 156

context can resolve different interpretations. 157

3 Contextual Effects on Human 158

Annotations 159

We assess how context affects human understand- 160

ing of people’s mental states through our human 161

annotation experiments, and provide quantitative 162

evidence demonstrate the critical need for context 163

in social cognition benchmarks and reveal limita- 164

tions of current static evaluation approaches. 165

3.1 Dataset selection 166

To comprehensively evaluate the impact of context 167

on social cognition, we selected six benchmarks 168

spanning the three core domains identified in the 169

Social AI taxonomy by (Li et al., 2024): intent 170

recognition, belief understanding, and sentiment 171

recognition. Following the criteria outlined in (Li 172

et al., 2024), we prioritized widely-used and highly 173

cited datasets that are representative of each do- 174

main, open-sourced, and do not require any crawl- 175

ing with the X API 1. Performing human experi- 176

1https://developer.x.com/en/products/x-api
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ments on the entire datasets would incur significant177

costs. Therefore, we sampled 120 data points from178

each dataset, using stratified sampling to ensure179

that the class distribution in our sample is represen-180

tative of the original dataset. For intent recognition,181

we selected TyDiP (Srinivasan and Choi, 2022)182

for politeness detection and iSarcasm (Farha et al.,183

2022) for sarcasm detection. For belief understand-184

ing, we used the COVID-19 Vaccine Stance dataset185

(Davydova and Tutubalina, 2022) and Abortion186

Stance dataset (Mohammad et al., 2016) to capture187

different belief stances on societal issues. For sen-188

timent recognition, we used the sentiment labels189

from GoEmotions (Demszky et al., 2020) and the190

Tweet Sentiment dataset (Nakov et al., 2019).191

3.2 Context Augmentation192
We augmented the datasets with dialogue-based193

contexts, as conversations are a primary medium194

through which social cognition naturally occurs in195

human communication.196

Context Generation We first filter the six197

datasets to include only sentences written from a198

first-person perspective using a DeBERTa V3 zero-199

shot model (He et al., 2021) to ensure relevance in200

conversational contexts. This step aimed to select201

statements that were more likely to occur within202

natural conversations, as many social interactions203

involve expressing personal thoughts, feelings, and204

beliefs. We then employ a three-step process using205

GPT-4o. The process begins with scenario cre-206

ation, where we generate a realistic conversation207

setting where the statement might naturally occur,208

carefully considering the target mental state. For209

instance, when dealing with a statement labeled as210

"sarcastic," we might generate a scenario involving211

friends discussing an obviously unsuccessful event.212

Following scenario creation, we generate a conver-213

sation between two participants (Person A and B)214

without including the original statement, allowing215

the dialogue to develop organically. The final stage216

involves identifying the most natural position to217

insert the original statement within the dialogue,218

ensuring it aligns with the intended mental state219

while maintaining conversational coherence.220

Automatic Quality Check We implement au-221

tomated verification using GPT-4o to maintain222

dataset quality. The verification process examines223

whether the original statement’s intended mental224

state label aligns with the generated context (La-225

bel Alignment), confirms that the dialogue progres-226

sion has a natural flow (Natural Flow), and verifies227

that the inserted statement adds value without re-228

dundancy (Redundant Content). This systematic 229

approach ensures that our contextualized versions 230

preserve the original labels while providing natural 231

conversational settings that can help disambiguate 232

mental state interpretations. 233

Automa'c Quality Check – Pass Automatic Quality Check – Fail

Figure 2: Results on human verification. Automatic
Quality Check - Pass (AQC-Pass) and Automatic Qual-
ity Check - Fail (AQC-Fail) show average human ratings
on a 5-point Likert scale (1: strongly disagree, 3: neu-
tral, 5: strongly agree) across three evaluation criteria.

Human Verification To validate our automatic 234

quality check process, we recruited 10 annotators 235

to evaluate 50 randomly sampled context-statement 236

pairs form six datasets, consisting of 25 pairs that 237

passed (Automatic Quality Check - Pass) and 25 238

that failed (Automatic Quality Check - Fail) our 239

automated verification. For each pair, annotators 240

rate three aspects on a 5-point Likert scale: label 241

alignment (whether the statement’s intended mental 242

state remains consistent), natural flow (whether the 243

dialogue flows naturally), and redundant content 244

(whether the conversation contains redundancy). 245

Figure 2 shows our quality check effectively identi- 246

fies contexts that maintain label consistency - pairs 247

that passed received agreement on label alignment 248

(3.8) while failed pairs averaged near neutral (3.1). 249

While both conditions received above-neutral rat- 250

ings for natural flow and redundant content, passed 251

pairs still showed better quality (3.8 vs 3.4 for flow, 252

3.5 vs 3.2 for redundancy). These results validate 253

our automatic quality check’s ability to filter for 254

label consistency, though they also suggest room 255

for improving the naturalness of generated conver- 256

sations. Based on all of the above, we obtain high- 257

quality final contextualized datasets, selecting 120 258

data points per dataset for subsequent experiments. 259

2603.3 Annotation Collection 261
We collect annotations from participants recruited 262

through Prolific2. Since all tasks are conducted 263

in English, we recruit participants located in the 264

US and UK who have English as their first lan- 265

guage, an approval rate above 95%, and completed 266

2https://www.prolific.com/
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# of 
Data 

Points

Shannon Entropy
Figure 3: Entropy of the distribution of human annotations across six benchmarks. There is considerable amount of
variation consistently in all datasets, suggesting that human annotations really vary on these static, out-of-context
statements.
at least 1,000 submissions to ensure high-quality267

annotations. We design two experimental condi-268

tions for comparison, each containing the same269

120 statement-label pairs. In the No Context con-270

dition, participants are presented with standalone271

statements and asked to select the appropriate label272

from all possible options. In the Full Context con-273

dition, participants view a conversation between274

two speakers (Person A and Person B) containing275

the target statement. They then label the target276

statement within the context of the dialogue, select-277

ing from the same set of label options. The label278

choices include the original set of dataset labels,279

along with an Ambiguous option to allow partici-280

pants to indicate uncertainty in their interpretation.281

To maintain reasonable session lengths, we divide282

each dataset into six batches of 20 items per con-283

dition, with 10 participants annotating each batch.284

We incorporate random attention checks through-285

out the study and exclude data from participants286

who fail these checks. Full annotation templates287

are provided in Section A.2.288

3.4 Results289

We examine human annotations to reveal two criti-290

cal insights about social cognition evaluation. First,291

we demonstrate that static evaluations result in sig-292

nificant inconsistencies in human interpretation.293

Second, we quantify the extent to which provid-294

ing contextual information improves both human295

agreement and performance through systematic296

comparison of static and contextualized evaluation297

conditions.298

Annotation Inconsistency To analyze variability 299

in human interpretations, we compute the Shannon 300

entropy (Shannon, 1948) of the label distribution 301

for each statement, where higher entropy indicates 302

greater disagreement among annotators. As shown 303

in Figure 3, we observe substantial variation in en- 304

tropy values across all datasets, ranging from 0.0 to 305

1.4 with many items have entropy higher than 0.7. 306

The multi-modal distributions, particularly evident 307

in GoEmotions-Sentiment and SemT6-Sentiment, 308

suggest systematic differences in how annotators 309

interpret the same statements. This pattern un- 310

derscores the inherent ambiguity in many static 311

statements, which often lack sufficient context to 312

constrain interpretation. For example, Figure 5 313

demonstrates how the same statement can elicit a 314

wide range of interpretations between different an- 315

notators, further challenging the validity of static 316

benchmarks as reliable measures of social cogni- 317

tion. While uncertainty could potentially stem from 318

unclear task design, our subsequent analysis of con- 319

textual effects provides strong evidence that the 320

primary source of these variations is insufficient 321

contextual information. 322

Effect of Context To systematically examine 323

how context affects evaluation quality, we analyze 324

changes in ambiguity, agreement, and performance 325

metrics. We quantify explicit ambiguity through 326

an ambiguity score, defined as the proportion of 327

times annotators selected the ’Ambiguous’ option. 328

Figure 4[a] shows that providing context leads to 329

significant reductions in ambiguity scores across 330
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No Context With Context

[c]

[a]

[b]

iSarcasm Politeness COVID19 
Vaccine 
Stance

GoEmotions
Sentiment

SemEvalT6
Abortion

SemEvalT6
Sentiment

Figure 4: Comparison between dataset with no context
and context for all items. [a] Ambiguity score is the
percentage of ‘ambiguous‘ option selected by people
across all items in a dataset. [b] Inter-subject agree-
ment, computed using Kripendroff’s alpha, across 10
humans for all items in a dataset. [c] F1 score on the
original labels. The error bars indicate bootstrapped
95% confidence intervals.
all datasets, with the most dramatic improvements331

in tasks requiring nuanced social interpretation:332

ambiguity decreased by 15% for iSarcasm and333

9% for Politeness.e assess annotation consistency334

using Kripendroff’s alpha, which measures inter-335

annotator agreement. As shown in Figure 4[b],336

context consistently improves agreement scores337

across all tasks, particularly with iSarcasm increas-338

ing from 0.42 to 0.61. To evaluate accuracy, we339

compute F1 scores by comparing individual anno-340

tator labels against the original labels. The results341

in Figure 4[c] show substantial improvements with342

context, with average F1 scores increasing by 8-343

22% across tasks. Notably, the COVID19 Vaccine344

Stance task shows only minor improvements, sug-345

gesting that context’s impact varies by task type.346

Nevertheless, the consistent improvements across347

multiple metrics and most datasets provide strong348

evidence that the initial disagreements stem from349

insufficient contextual information rather than fun- 350

damental task design issues. 351

Do you think that it is safe to go to a large 
outdoor party where people need to 
show proof of vaccination (not booster) or 
proof of a recent negative COVID test? 
Label: neutral

Just laid down the law on abortion in my 
bioethics class. Label: against

I sure hope so! Otherwise, I've been in 
the wrong sub.  Label: positive

For the 3rd year in a row, I total spaced 
and missed International Talk Like a 
Pirate Day...Argh. Label: negative

Another gorgeous day in sunny 
Accrington! Label: sarcastic

Howdy Mattisse. Haven't I seen you on 
hockey articles, years ago? Label: polite

Static Data Points Label Distributions

Figure 5: Examples of label distribution from Simu-
lated and Real human participants, showing entropy
and label distribution for specific cases.

4 Ambiguous Data Points Detection 352
Our analysis shows that providing conversational 353

context improves the reliability of social cogni- 354

tion evaluations across multiple dimensions: reduc- 355

ing explicit ambiguity in annotations, increasing 356

inter-annotator agreement, and improving align- 357

ment with ground truth labels. However, this raises 358

a practical challenge: How can benchmark creators 359

identify which items actually need contextual aug- 360

mentation? While our human experiments revealed 361

patterns of ambiguity, conducting such extensive 362

human studies for every new benchmark or dataset 363

would be prohibitively resource-intensive. We need 364

an efficient, automated method to identify poten- 365

tially ambiguous items before deployment. To ad- 366

dress this challenge, we propose a novel persona- 367

based simulation framework that leverages large 368

language models to simulate how different indi- 369

viduals would interpret social statements based on 370

their relevant experiences. Our key insight is that 371

by simulating interpretations from a set of personas, 372

who can ground their judgment in relevant personal 373

experience, we can identify statements that consis- 374

tently yield multiple valid interpretations. This ap- 375

proach enables benchmark creators to proactively 376

identify and address ambiguous items before de- 377

ployment, improving benchmark quality while min- 378
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imizing the need for extensive human validation.379

380

4.1 Selective Persona-based Method381
Our method leverages a pool of 40 personas from382

SOTOPIA (Zhou et al., 2023), each with detailed383

profiles including demographics, personalities, oc-384

cupations, and background stories. To ensure385

meaningful interpretations rather than forced judg-386

ments (e.g., a lighthouse keeper evaluating inter-387

net memes), we implement a two-stage process388

demonstrated in Figure 6. First, we filter personas389

based on relevance — each LLM-simulated per-390

sona must recall a specific occasion when they391

encountered the target statement in conversation.392

Only personas who can ground their interpretation393

in relevant personal experience proceed to the la-394

beling stage. Second, qualified personas provide395

labels through chain-of-thought reasoning using396

Llama 3.1-70B (Dubey et al., 2024). We gener-397

ate 20 responses per relevant statement-persona398

pair (temperature=1) to capture natural interpre-399

tative variability. From these label distributions400

(examples in Figure ??, we identify ambiguous401

items using an entropy-based threshold optimized402

for each dataset (detailed in Section A.3) inspired403

by (Baumler et al., 2023).

Persona 1

Persona 1
Static 

Statement

Label 1: 20%
Label 2: 20%
Label 3: 60%

Label 1: 40%
Label 2: 40%
Label 3: 20%

Label 1 Label 2 Label 3

P (Label | Statement)

Persona Pool

Filter by Relevance

Figure 6: Examples of label distribution from Simu-
lated and Real human participants, showing entropy
and label distribution for specific cases.404

Validation Metrics Building on our findings in405

Section 3 that showed how context significantly406

reduces annotation ambiguity and improves human407

performance, we evaluate our method using two408

complementary metrics derived from the same pool409

of annotators described in Section 3.3: the ambigu-410

ity score, defined as the proportion of ’Ambiguous’411

selections by human annotators (Section 2.2), and412

the human F1 score after selectively augmenting413

identified ambiguous items with context. These414

metrics directly measure our method’s ability to415

identify items where contextual information is most416

crucial for resolving interpretative uncertainty, as417

demonstrated by our earlier human experiments.418

4.2 Comparison with alternative approaches 419

To validate our method (Selective Persona - CoT), 420

we compare against several baseline approaches 421

that simulate label distributions. These include 422

zero-shot prompting with logprobs for label distri- 423

bution (No Persona - Direct), Chain-of-Thought 424

prompting with 20 responses (No Persona - CoT), 425

zero-shot prompting with unfiltered personas (Un- 426

filtered Persona - Direct), and Chain-of-Thought 427

prompting with unfiltered personas (Unfiltered Per- 428

sona - CoT). 429

Selective Persona-CoT Achieves Best 430

Performance-Efficiency Trade-off Our 431

experimental results, averaged across all six 432

datasets, demonstrate that all methods improve 433

upon the static baseline (F1: 0.67, ambiguity score: 434

0.19). The Selective Persona-CoT approach 435

achieves marginally better performance with the 436

highest F1 score of 0.75 and lowest ambiguity 437

score of 0.11. While Unfiltered Persona-Direct 438

shows strong performance (F1: 0.74, ambiguity 439

score: 0.13), it requires extensive hyperparameter 440

tuning across different persona counts, introducing 441

significant computational overhead (see 442

Section A.4. The consistent improvements 443

compared to different approaches suggest that both 444

chain-of-thought reasoning and persona-based 445

methods contribute to better ambiguity detection. 446

Detailed performance breakdown by dataset is 447

available in Section A.4. 448

Selective Persona CoT Outperforms the 449

Alternatives Based on Table 2, the first 450

observation we make is that all method is better 451

than static method when it comes to reducing 452

ambiguity score and improving F1, with Selective 453

Persona - CoT. The Selective Persona - CoT 454

approach has the highest F1 score and the lowest 455

ambiguity score, although the difference there is 456

less pronounced. The Unfiltered Persona - Direct 457

method performs very similarly to our approach, 458

but this approach requires a sweep through 459

different numbers of randomly sampled personas 460

in order and the results here are the best ones from 461

the sweep which incur additional computation cost. 462

This validation suggests our approach provides a 463

robust framework for improving context 464

augmentation in social cognition tasks through 465

automatic persona relevance determination. 466

Context Most Benefits Tasks Requiring Subtle 467

Social Interpretation Our method’s 468
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Model Rank Order by F1

No Context Required:
- CoT
- 0-Shot

Context Required:
- CoT
- 0-Shot

Static:
- CoT
- 0-Shot

Figure 7: A detailed break down of model order by dataset, evaluation method (CoT vs 0-Shot) and different
conditions. There is no single stable rank order of models across any axis of the variations.

Model iSarcasm Politeness GoEmotions SemEvalT6 Covid Vaccine SemEvalT6 - Abortion
None All None All None All None All None All None All

Human (Average) 0.73 0.89 0.78 0.86 0.59 0.69 0.62 0.69 0.65 0.70 0.73 0.80
Human (Best) 0.82 0.99 0.94 0.98 0.79 0.87 0.80 0.86 0.81 0.84 0.83 0.85
GPT-4o (0-shot) 0.55 0.91 0.91 0.95 0.73 0.77 0.70 0.83 0.61 0.61 0.73 0.87
GPT-4o (COT) 0.71 0.96 0.93 0.99 0.73 0.77 0.75 0.83 0.65 0.72 0.73 0.87
Llama3.1-70B (0-shot) 0.71 0.91 0.92 0.96 0.74 0.77 0.66 0.72 0.70 0.71 0.86 0.89
Llama3.1-70B (COT) 0.84 0.96 0.87 0.98 0.74 0.77 0.64 0.68 0.73 0.78 0.84 0.86
Llama3.1-8B (0-shot) 0.48 0.90 0.88 0.97 0.70 0.66 0.63 0.63 0.56 0.60 0.71 0.84
Llama3.1-8B (COT) 0.50 0.89 0.86 0.77 0.70 0.66 0.66 0.68 0.56 0.64 0.78 0.86
Sonnet-3.5 (0-shot) 0.76 0.91 0.78 0.93 0.67 0.75 0.70 0.63 0.64 0.80 0.61 0.86
Sonnet-3.5 (COT) 0.76 0.97 0.77 0.99 0.70 0.75 0.70 0.74 0.67 0.84 0.64 0.86

Table 1: F1 score for None (no context provided for any item) and All (context is provided for all items). Model
results are averages over three runs with temperature at 0.2.

Method F1 Ambiguity Score

Static 0.67 0.19
No Persona - Direct 0.72 0.14
No Persona - CoT 0.73 0.14
Unfiltered Persona - Direct 0.74 0.13
Unfiltered Persona - CoT 0.73 0.14
Selective Persona - CoT 0.75 0.11

Table 2: Comparison between our method and alterna-
tive methods by taking the average performance across
6 datasets. Our method has the lowerst ambiguity score
and the highest F1.

effectiveness varies across different social469

cognition tasks, with particularly strong470

improvements on datasets requiring nuanced471

interpretation shown in Table 3. The most472

substantial gains appear in tasks involving subtle473

social cues: iSarcasm shows the largest reduction474

in ambiguity score (from 0.21 to 0.05) and the475

highest improvement in F1 score (from 0.71 to476

0.87), while Politeness exhibits similar strong477

improvements (ambiguity reduction from 0.21 to478

0.12, F1 increase from 0.77 to 0.86). For stance479

detection tasks, the improvements are more480

moderate - CovidVaccineStance shows minimal481

Dataset Ambiguity Score F1
With Context Static With Context Static

CovidVaccineStance 0.15 0.18 0.66 0.64
GoEmotions Sentiment 0.10 0.16 0.65 0.57
iSarcasm 0.05 0.21 0.87 0.71
Politeness 0.12 0.21 0.86 0.77
SemT6 Abortion 0.18 0.26 0.77 0.71
SemT6 Sentiment 0.08 0.13 0.67 0.62

Table 3: Difference in human ambiguity score and per-
formance on the original labels between adding context
to identified ambiguous items (With Context) and No
Context.

changes in both metrics (ambiguity: 0.18 to 0.15, 482

F1: 0.64 to 0.66), suggesting that stance 483

interpretation may rely less on immediate 484

conversational context. Sentiment analysis tasks 485

show consistent but moderate improvements, with 486

GoEmotions Sentiment experiencing notable 487

ambiguity reduction and F1 improvement, while 488

SemT6 Sentiment shows more modest gains. 489

5 Evaluation with the Selective Persona 490

Pipeline 491

Prior sections established that static evaluations 492

lead to inconsistent human interpretations of social 493
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interactions. Here we investigate whether these494

inconsistencies affect how models are ordered by495

their F1 scores. Specifically, we examine if the496

relative ordering of models based on their F1497

scores changes when context is added to the498

evaluation. We evaluate four state-of-the-art499

models (GPT-4o, Llama3.1-70B, Llama3.1-8B,500

and Claude3-Sonnet-3.5) using both zero-shot and501

chain-of-thought prompting strategies.502

Static Evaluation Rankings Don’t Transfer to503

Context-Dependent Cases Our rank correlation504

analysis in Figure 8 reveals that model rankings505

shift substantially when comparing Static versus506

Context Required conditions across multiple tasks.507

While zero-shot evaluations show low rank508

correlations (0.4) in (iSarcasm, Politeness, and509

SemT6 Sentiment), CoT prompting leads to more510

dramatic shifts - from perfect correlation in511

GoEmotions Sentiment (1.0) to near-zero in512

Politeness and negative correlation in SemT6513

Abortion (-0.6). A detailed breakdown in Figure 7514

further illustrates these inconsistencies: models’515

relative performance changes dramatically across516

evaluation conditions. For instance, while517

Llama3.1-70B leads in the Static setting with518

GPT-4o ranking second, their ordering reverses in519

the Context Required condition, with GPT-4o520

taking the lead and Llama3.1-70B dropping521

significantly. These substantial variations persist522

across all dimensions of evaluation - whether523

comparing different context conditions or524

prompting strategies - indicating that current525

evaluation frameworks cannot provide a stable526

assessment of models’ relative capabilities.527

iSarcasm PolitenessCOVID19 
Vaccine 
Stance

GoEmotions
Sentiment

SemEvalT6 
Abortion

SemEvalT6 
Sentiment

CoT
0-Shot

Figure 8: Rank correlation for order of models based
on F1 score between the original Static setup and the
subset where Context is needed.

Models Match Human Performance with528

Task-Specific Exceptions Given that we529

investigate how evaluation settings affect model530

orderings, human performance provides a531

consistent reference point for validating whether532

performance variations across settings reflect 533

meaningful differences rather than evaluation 534

artifacts. Using identical evaluation conditions as 535

our human study in Section 3.3, we compare 536

model and human performance across six datasets, 537

each containing 120 statements evaluated both 538

with and without context. We use zero-shot and 539

CoT prompting and sample responses from each 540

model at temperature=0.2 three times and 541

compute the average. We find that top models 542

perform on par with human experts in most 543

settings, achieving comparable F1 scores in tasks 544

like Politeness (0.99 vs 0.98) and iSarcasm (0.96 545

vs 0.99), as shown in Table 1. However, models 546

still lag behind in specific scenarios - notably on 547

static COVID-Vaccine stance detection (0.73 vs 548

0.81) and contextualized GoEmotions Sentiment 549

(0.77 vs 0.87). These results show minimal 550

performance gaps between models and humans 551

across most settings, with differences emerging 552

only in specific cases like COVID-Vaccine stance 553

detection and contextualized GoEmotions 554

Sentiment. This suggests that current evaluation 555

frameworks may be insufficient to meaningfully 556

distinguish between human and model capabilities 557

in social cognition tasks. 558

6 Conclusion 559

Our work demonstrates the importance of context 560

in evaluating social cognition capabilities through 561

two key findings. Through systematic human 562

experiments across six social cognition 563

benchmarks, we show that static evaluation setups 564

lead to inconsistent interpretations, while adding 565

context significantly reduces annotation ambiguity 566

and improves human agreement and performance. 567

We propose a selective persona-based framework 568

that provides a practical method for identifying 569

ambiguous items requiring contextual 570

augmentation before benchmark deployment. 571

Evaluation of state-of-the-art LLMs reveals that 572

current static benchmarks do not reliably capture 573

social cognitive capabilities, as model rankings 574

shift substantially between static and 575

contextualized evaluations and vary across 576

prompting strategies. Our findings indicate that 577

static benchmark performance does not predict 578

ability on context-dependent cases, suggesting that 579

future social cognition benchmarks should 580

systematically validate items using methods like 581

our persona-based simulation to ensure reliable 582

evaluation. 583
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7 Limitations584

Our study has several important limitations. First,585

while our method effectively identifies ambiguous586

statements, the context generation process relies on587

GPT-4o, potentially introducing biases or artifacts588

specific to this model. Future work could explore589

more diverse sources of contextual information or590

methods for validating generated contexts. Second,591

our evaluation focuses on classification-based592

tasks with predefined label sets. This structure,593

while practical for large-scale evaluation, may not594

fully capture the open-ended nature of human595

social reasoning. More complex tasks involving596

free-form responses or multi-turn interactions597

could provide additional insights. Third, while we598

demonstrate improved performance with context,599

our approach still relies on majority-vote labels for600

evaluation. This may not fully capture the nuanced601

ways humans navigate ambiguous social situations,602

particularly in cases where multiple interpretations603

are equally valid. Finally, our study’s scope is604

limited to English-language datasets from605

primarily Western sources. Social cognition norms606

and interpretations can vary significantly across607

cultures, and future work should examine how608

these findings generalize to other cultural and609

linguistic contexts. Despite these limitations, our610

work provides a foundation for developing more611

nuanced and reliable evaluations of social612

cognition capabilities in language models. Future613

research could explore alternative methods for614

context generation, investigate more complex615

social reasoning tasks, and examine cross-cultural616

aspects of social cognition evaluation.617
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A Appendix785

A.1 Prompts786

COVID Vaccine Stance Detection

Interactive Evaluation Prompt:
Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on the COVID-19
vaccine?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
without more context
Constraint: Please only the number of the
choice (A, B, C or D).
RESPONSE FORMAT: Answer: ...

Interactive Few Shot Prompt Ambiguous:
Example {n} Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on the COVID-19
vaccine?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
without more context
Answer: {answer}

Static Few Shot Prompt Ambiguous:
Example {n} Statement: "{statement}"
Question: Based on this statement alone,
what is the speaker’s stance on the COVID-19
vaccine?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
from the context
Answer: {answer}

Interactive Few Shot Prompt No Ambiguous:
Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on the COVID-19
vaccine?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against
Answer: {answer}

787

COVID Vaccine Stance Detection DEI

DEI Evaluation Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
Question: From the perspective of the
persona you’re embodying, what is a
person’s stance on COVID19 vaccine when
they said "{statement}"?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
without more context
Constraint: Please only the number of the
choice (A, B, C or D).
PLEASE PROVIDE YOUR RESPONSE IN THE
FOLLOWING FORMAT: Answer: ...

DEI Evaluation CoT Prompt:
ROLE-PLAY INSTRUCTIONS:
You are to fully embody the persona
described below. Analyze the given
statement from this persona’s perspective,
considering their unique background,
experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
Question: From the perspective of the
persona you’re embodying, what is a
person’s stance on COVID19 vaccine when
they said "{statement}"? Think step by
step.
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
without more context
Constraint: Please only the number of the
choice (A, B, C or D).
PLEASE PROVIDE YOUR RESPONSE IN THE
FOLLOWING FORMAT: Rationale: ... Answer:
...

DEI Evaluation Selective Prompt: Persona:
{persona}
Task: Analyze the following statement
from your persona’s perspective. Remember
to stay in character as this persona
throughout your response.
Statement: {statement}
Question: From your persona’s perspective,
what is the speaker’s stance on the COVID19
vaccine?
Choices: A. against: against B. favoring:
in favor of C. neutral: neither favor nor
against D. ambiguous: cannot be determined
without more context

788
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Figure 9: The process begins in the Annotation Phase, where LLM role players provide relevance and labels.
Relevant annotations are selected, and entropy is computed from the label distribution. If the entropy exceeds a set
threshold, the pipeline proceeds to the Context Generation Phase, where context is generated and the statement is
embedded in a conversation. Finally, in the Verification Phase, the conversation is evaluated for natural flow, label
consistency, and redundancy. Only items passing all verification checks are used in the final context-augmented
output, while those failing are discarded.

COVID Vaccine Stance Detection DEI Continued

Provide your response in the following
format: Relevance Assessment: [On a scale
of 1-10, how relevant is this statement to
your specific life experiences, knowledge,
and values? Explain in detail, referencing
at least two aspects of your persona that
make this relevant or irrelevant. If the
relevance is below 5, explain how this lack
of relevance might affect your ability to
make a judgment.]
Scenario: [If relevance is 5 or higher,
recall a specific scenario where you
encountered this statement, ensuring it
aligns with your persona’s characteristics.
If relevance is below 5, write "No relevant
scenario".]
[If a scenario was provided, continue
with:] Rationale: [Your thought process
before arriving at a label, explicitly
referencing your traits, values, or
experiences that influence this judgment]
Answer: [Provide your final choice here.
Only provide the letter corresponding to
your choice (A, B, C or D)]
Confidence: [On a scale of 1-10, how
confident are you in this rating? Only
provide a confidence score if you have
provided a scenario.]

789

Abortion Stance

Interactive Evaluation Prompt:
Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on abortion?
Choices: A. against B. favoring C.
ambiguous
Constraint: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Answer: ...

Interactive Few Shot Prompt Ambiguous:
Example {n} Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on abortion?
Choices: A. against B. favoring C.
ambiguous
Answer: {answer}

Static Few Shot Prompt Ambiguous:
Example {n} Statement: "{statement}"
Question: Based on this statement alone,
what is the speaker’s stance on abortion?
Choices: A. against B. favoring C.
ambiguous
Answer: {answer}

Interactive Few Shot Prompt No Ambiguous:
Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s stance on abortion?
Choices: A. against B. favoring
Answer: answer

790
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Abortion Stance DEI

DEI Evaluation Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
Question: From the perspective of the
persona you’re embodying, what is a
person’s stance on abortion when they said
"{statement}"?
Choices: A. against B. favoring C.
ambiguous
Constraint: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Answer: ...

DEI Evaluation CoT Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
Question: From the perspective of the
persona you’re embodying, what is a
person’s stance on abortion when they said
"statement"? Think step by step.
Choices: A. against B. favoring C.
ambiguous
Constraint: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Rationale: ... Answer:
...

DEI Evaluation Selective Prompt:
Persona: {persona}
Task: Analyze the following statement
from your persona’s perspective. Remember
to stay in character as this persona
throughout your response.
Statement: {statement}
Question: From the perspective of the
persona you’re embodying, what is the
speaker’s stance on abortion?
Choices: A. against B. favoring C.
ambiguous

791

Abortion Stance DEI Continued

Provide your response in the following
format: Initial Reaction: [Briefly
describe your immediate thoughts about this
statement, considering your personality
traits, values, and experiences.]
Relevance Assessment: [On a scale of 1-10,
where 1 is "completely irrelevant" and 10
is "highly relevant", how relevant is this
statement to your life and experiences?
Explain why, referencing specific aspects
of your persona.]
Scenario: [If relevance is 5 or higher,
recall a specific scenario where you
encountered this statement, ensuring it
aligns with your persona’s characteristics.
If relevance is below 5, write "No relevant
scenario".]
[If a scenario was provided, continue
with:] Rationale: [Your thought process
before arriving at a label, explicitly
referencing your traits, values, or
experiences that influence this judgment]
Answer: [Provide your final choice here.
Only provide the letter corresponding to
your choice (A, B, or C)]
Confidence: [On a scale of 1-10, how
confident are you in this rating? Only
provide a confidence score if you have
provided a scenario.]

792
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iSarcasm

Interactive Evaluation Prompt:
Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be sarcastic when
they said "{statement}"?
Choices: A. no, the speaker did not intend
to be sarcastic B. yes, the speaker intended
to be sarcastic C. ambiguous, it is unclear
if the speaker intended to be sarcastic
without more context
Constraint: Please only the number of the
choice (A, B, or C).
RESPONSE FORMAT: Answer: ...

Interactive Few Shot Prompt Ambiguous:
Example {n} Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be sarcastic when
they said "{statement}"?
Choices: A. no, the speaker did not intend
to be sarcastic B. yes, the speaker intended
to be sarcastic C. ambiguous, it is unclear
if the speaker intended to be sarcastic
without more context
Answer: {answer}

Static Few Shot Prompt Ambiguous:
Example n Statement: "{statement}"
Question: Does this statement intend to be
sarcastic?
Choices: A. no, the statement is not
intended to be sarcastic B. Yes, the
statement is intended to be sarcastic C.
ambiguous, it is unclear if the statement
is intended to be sarcastic without more
context
Answer: {answer}

Interactive Few Shot Prompt No Ambiguous:
Example n Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be sarcastic when
they said "{statement}"?
Choices: A. no, the speaker did not intend
to be sarcastic B. yes, the speaker intended
to be sarcastic
Answer: {answer}

793

iSarcasm DEI

DEI Evaluation Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, does this
statement intend to be sarcastic?
CHOICES: A. No, the statement is not
intended to be sarcastic B. Yes, the
statement is intended to be sarcastic C.
ambiguous, it is unclear if the statement
is intended to be sarcastic without more
context
CONSTRAINT: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Answer: ...

DEI Evaluation CoT Prompt:
OLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, does this
statement intend to be sarcastic? Think
step by step.
CHOICES: A. No, the statement is not
intended to be sarcastic B. Yes, the
statement is intended to be sarcastic C.
ambiguous, it is unclear if the statement
is intended to be sarcastic without more
context
INSTRUCTIONS: 1. Fully immerse yourself
in the provided persona. 2. Carefully
consider the statement from the perspective
of the person you are embodying. 3. Choose
the option that best represents how the
person you’re embodying would interpret the
statement.
CONSTRAINT: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Rationale: ... Answer:
...
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iSarcasm DEI Continued

DEI Evaluation Selective Prompt:
Persona: {persona}
Task: Analyze the following statement
from your persona’s perspective. Remember
to stay in character as this persona
throughout your response.
Statement: {statement}
Question: From the perspective of the
persona you’re embodying, does this
statement intend to be sarcastic?
Choices: A. No, the statement is not
intended to be sarcastic B. Yes, the
statement is intended to be sarcastic C.
ambiguous, it is unclear if the statement
is intended to be sarcastic without more
context
Provide your response in the following
format: Initial Reaction: [Briefly
describe your immediate thoughts about this
statement, considering your personality
traits, values, and experiences.]
Relevance Assessment: [On a scale of 1-10,
where 1 is "completely irrelevant" and 10
is "highly relevant", how relevant is this
statement to your life and experiences?
Explain why, referencing specific aspects
of your persona.]
Scenario: [If relevance is 5 or higher,
recall a specific scenario where you
encountered this statement, ensuring it
aligns with your persona’s characteristics.
If relevance is below 5, write "No relevant
scenario".]
[If a scenario was provided, continue
with:] Rationale: [Your thought process
before arriving at a label, explicitly
referencing your traits, values, or
experiences that influence this judgment]
Answer: [Provide your final choice here.
Only provide the letter corresponding to
your choice (A, B, or C)]
Confidence: [On a scale of 1-10, how
confident are you in this rating? Only
provide a confidence score if you have
provided a scenario.]

795

GoEmotions and Tweet Sentiment

Interactive Evaluation Prompt:
Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s sentiment?
Choices: A. positive B. negative C. neutral
D. ambiguous
Constraint: Even if you are uncertain, you
must choose one of A, B, C, or D, and ONLY
output A, B, C or D as your answer.
RESPONSE FORMAT: Answer: ...

Interactive Few Shot Prompt Ambiguous:
Example {n} Conversation: {conversation}
Question: Based on the statement
"{statement}" in the given conversation,
what is the speaker’s sentiment?
Choices: A. positive B. negative C. neutral
D. ambiguous
Answer: {answer}

Static Few Shot Prompt Ambiguous:
Example {n} Statement: "{statement}"
Question: What is the sentiment of the
statement?
Choices: A. positive B. negative C. neutral
D. ambiguous
Answer: {answer}

Interactive Few Shot Prompt No Ambiguous:
Conversation: {conversation}
Question: Based on the statement
"statement" in the given conversation, what
is the speaker’s sentiment?
Choices: A. positive B. negative C. neutral
Answer: {answer}

796
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GoEmotions and Tweet Sentiment DEI

DEI Evaluation Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, what is the
sentiment of the statement?
Choices: A. positive B. negative C. neutral
D. ambiguous
Constraint: Please only the number of the
choice (A, B, C or D).
RESPONSE FORMAT: Answer: ...

DEI Evaluation CoT Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, what is the
sentiment of the statement? Think step by
step.
Choices: A. positive B. negative C. neutral
D. ambiguous
Constraint: Please only the number of the
choice (A, B, C or D).
RESPONSE FORMAT: Rationale: ... Answer:
...

DEI Evaluation Selective Prompt:
Persona: {persona}
Task: Analyze the following statement
from your persona’s perspective. Remember
to stay in character as this persona
throughout your response.
Statement: {statement}
Question: From the perspective of the
persona you’re embodying, what is the
sentiment of the statement?
Choices: A. positive B. negative C. neutral
D. ambiguous

797

GoEmotions and Tweet Sentiment DEI Continued

Provide your response in the following
format: Initial Reaction: [Briefly
describe your immediate thoughts about this
statement, considering your personality
traits, values, and experiences.]
Relevance Assessment: [On a scale of 1-10,
where 1 is "completely irrelevant" and 10
is "highly relevant", how relevant is this
statement to your life and experiences?
Explain why, referencing specific aspects
of your persona.]
Scenario: [If relevance is 5 or higher,
recall a specific scenario where you
encountered this statement, ensuring it
aligns with your persona’s characteristics.
If relevance is below 5, write "No relevant
scenario".]
[If a scenario was provided, continue
with:] Rationale: [Your thought process
before arriving at a label, explicitly
referencing your traits, values, or
experiences that influence this judgment]
Answer: [Provide your final choice here.
Only provide the letter corresponding to
your choice (A, B, C or D)]
Confidence: [On a scale of 1-10, how
confident are you in this rating? Only
provide a confidence score if you have
provided a scenario.]

798
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TyDiP

Interactive Evaluation Prompt:
Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be polite when they
said "statement"?
Choices: A. No, the person did not intended
to be polite B. Yes, the person intended to
be polite C. Ambiguous, it is unclear if
person intended to be polite without more
context
RESPONSE FORMAT: Answer: ...

Interactive Few Shot Prompt Ambiguous:
Example {n} Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be polite when they
said "{statement}"?
Choices: A. No, the person did not intended
to be polite B. Yes, the person intended to
be polite C. Ambiguous, it is unclear if
person intended to be polite without more
context
Answer: {answer}

Static Few Shot Prompt Ambiguous:
Example {n} Statement: "{statement}"
Question: Does this statement intend to be
polite?
Choices: A. no, this statement did not
intend to be polite B. yes, the statement
intended to be polite C. ambiguous, it is
unclear if the statement intended to be
polite without more context
Answer: {answer}

Interactive Few Shot Prompt No Ambiguous:
Conversation: {conversation}
Question: In the given conversation, did
the speaker intend to be polite when they
said "statement"?
Choices: A. No, the person did not intended
to be polite B. Yes, the person intended to
be polite
Answer: answer
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TyDiP DEI

DEI Evaluation Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, does this
statement intend to be polite?
Choices: A. no, this statement did not
intend to be polite B. yes, the statement
intended to be polite C. ambiguous, it is
unclear if the statement intended to be
polite without more context
Constraint: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Answer: ...

DEI Evaluation CoT Prompt:
ROLE-PLAY INSTRUCTIONS: You are to fully
embody the persona described below. Analyze
the given statement from this persona’s
perspective, considering their unique
background, experiences, and mindset.
PERSONA INFORMATION: {persona}
TASK: As the person described above,
analyze the following statement:
STATEMENT TO EVALUATE: "{statement}"
QUESTION: From the perspective of the
persona you’re embodying, does this
statement intend to be polite? Think step
by step.
Choices: A. no, this statement did not
intend to be polite B. yes, the statement
intended to be polite C. ambiguous, it is
unclear if the statement intended to be
polite without more context
Constraint: Please only the number of the
choice (A, B or C).
RESPONSE FORMAT: Rationale: ... Answer:
...

DEI Evaluation Selective Prompt:
Persona: {persona}
Task: Analyze the following statement
from your persona’s perspective. Remember
to stay in character as this persona
throughout your response.
Statement: {statement}
Question: From the perspective of the
persona you’re embodying, what is the
sentiment of the statement?
Choices: A. no, this statement did not
intend to be polite B. yes, the statement
intended to be polite C. ambiguous, it is
unclear if the statement intended to be
polite without more context
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TyDiP DEI Continued

Provide your response in the following
format: Initial Reaction: [Briefly
describe your immediate thoughts about this
statement, considering your personality
traits, values, and experiences.]
Relevance Assessment: [On a scale of 1-10,
where 1 is "completely irrelevant" and 10
is "highly relevant", how relevant is this
statement to your life and experiences?
Explain why, referencing specific aspects
of your persona.]
Scenario: [If relevance is 5 or higher,
recall a specific scenario where you
encountered this statement, ensuring it
aligns with your persona’s characteristics.
If relevance is below 5, write "No relevant
scenario".]
[If a scenario was provided, continue
with:] Rationale: [Your thought process
before arriving at a label, explicitly
referencing your traits, values, or
experiences that influence this judgment]
Answer: [Provide your final choice here.
Only provide the letter corresponding to
your choice (A, B or C)]
Confidence: [On a scale of 1-10, how
confident are you in this rating? Only
provide a confidence score if you have
provided a scenario.]

801

A.2 Human experiment details 802

We recruit participants via Prolific, filtering for 803

people located in the United States whose primary 804

language is English. Throughout the study, 805

attention check questions are randomly interleaved 806

with the actual items. Only data from participants 807

who correctly answer these attention checks are 808

included in our final analysis, ensuring a high level 809

of data quality. 810

Introduction of an Ambiguous label Including 811

an "ambiguous" label in addition to the existing 812

labels for each dataset in the tasks is critical for 813

capturing the inherent complexity of language and 814

improving data quality. As (cite Andresen 2020) 815

argue, ambiguity is an intrinsic property of natural 816

language, and forcing annotators to choose 817

between labels in unclear cases can lead to 818

unreliable data. The "ambiguous" option allows 819

annotators to explicitly mark cases where multiple 820

interpretations are possible, preserving valuable 821

information that would otherwise be lost. 822

Moreover, as highlighted by (cite inter-vs-intra 823

reliability), this approach helps distinguish 824

between truly ambiguous cases and those where 825

annotators have different but stable subjective 826

interpretations. This not only provides a more 827

nuanced view of human judgment in these tasks 828

but also helps identify instances where additional 829

context may help clarify social cognition. By 830

including this option, we aim to capture a more 831

realistic representation of human decision-making 832

in social cognition tasks, acknowledging that not 833

all situations yield clear-cut interpretations. 834

A.3 Threshold Selection for All Datasets 835

The reduction in human ambiguity scores is the 836

criterion for selecting this threshold, as this 837

directly addresses our goal of reducing ambiguity. 838

Figure 10 demonstrates this process for the 839

GoEmotions-Sentiment dataset. We observed an 840

inverse relationship between ambiguity scores and 841

F1 scores as we varied the threshold. This 842

relationship suggests that as we provide context 843

for more items (lowering ambiguity), the overall 844

performance (F1 score) improves. In this example, 845

the optimal threshold resulted in selecting 846

approximately 90 out of 120 items for context 847

augmentation. This balance represents a trade-off 848

between reducing ambiguity and maintaining a 849

manageable number of items for context 850

generation. 851
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The inverse relationship between ambiguity and F1852

scores underscores the importance of context in853

improving task performance. By reducing854

ambiguity through context provision, we enable855

more accurate and consistent annotations, leading856

to better overall results. Moreover, the variability857

in the number of relevant personas across datasets858

highlights the importance of our selective859

approach. It allows us to capture task-specific860

nuances and ensure that only personas with861

relevant experiences contribute to the label862

distributions. This validation process confirms the863

effectiveness of our selective methods in864

identifying items that benefit most from context865

augmentation, thereby improving the quality and866

relevance of our augmented datasets for social867

cognition tasks.868

Persona Method Successfully Models Human869

Interpretation Patterns Our method generates870

label distributions that align well with human871

annotations on static datasets, as evidenced by both872

divergence and correlation metrics. Table 4 shows873

that the Jensen-Shannon Divergence between874

simulated and human distributions remains875

consistently low across all tasks (JSD range:876

0.212-0.287), with Politeness showing the closest877

alignment (0.212) and GoEmotions-Sentiment878

showing slightly higher divergence (0.287). The879

strong positive Spearman’s ρ across all tasks880

(0.635-0.738) further validate this alignment, with881

Politeness achieving the highest correlation882

(0.738) and iSarcasm showing relatively lower but883

still significant correlation (0.635). These results884

demonstrate that our selective persona method885

effectively captures the natural variation in human886

interpretations of social interactions.887

Dataset JSD Mean Spearman’s ρ

CovidVaccineStance 0.275 0.678
GoEmotions_Sentiment 0.287 0.648
iSarcasm 0.222 0.635
Politeness 0.212 0.738
SemT6_Abortion 0.236 0.698
SemT6_Sentiment 0.276 0.698

Table 4: Jessen-Shannon Divergence on the No Con-
text condition between human and simulated persona
label distributions and the ranking correlations. The
simulated distribution comes from the Selective CoT
Persona Ensemble method with Llama3.1-70B model.

A.4 More Analysis on Selective Persona - CoT888

Additionaly Cost of Finding Optimal Number889

of Personas for Alternative Methods Unlike890

Selective Persona - CoT, the alternative891
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Figure 10: A demonstration of selecting the entropy
threshold for selecting items that need more context.
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Ambiguity Score

Figure 11: F1 scores

persona-based approaches require tuning the892

number of personas (M ) from 5 to 40 as shown in893

Figure 12. These results demonstrate three key894

advantages of our method: (1) effective895

identification of statements needing context, (2)896

improved human agreement with original labels,897

and (3) strong performance without requiring898

persona count hyperparameter tuning.899

A.5 Extra evaluation details900

Few-shot evaluations Table 6 shows901

performance across different numbers of few-shot902

examples. For most models, there’s a slight903

improvement from 0-shot to 3-shot or 5-shot, but904

the gains often plateau or even decrease slightly at905

10-shot. The impact of few-shot learning varies906

across tasks and models, with some showing more907

consistent improvements than others. GPT-4o908

shows strong and consistent performance across909

tasks, often improving with few-shot examples.910

These results highlight the interplay between911

context, prompting strategies, and model912

capabilities in social cognition tasks, emphasizing913

the need for nuanced evaluation approaches in this914

domain.915

Context Changes Model Performance Order916

Our rank correlation (RC) analysis in Table 5917

reveals that the ordering of models by F1 scores918

shifts significantly when context is added,919

particularly with chain-of-thought prompting. For920

instance, in GoEmotions-Sentiment, while the921

model ordering under zero-shot remains relatively922

stable with the lowest 0.54 as the lowest RC,923

Unfiltered Persona - Direct

Unfiltered Persona - CoT

Figure 12: The ambiguity score for both approaches
across six datasets. The optimal number of persona
does not stay the same thus these methods requiring
specifc tuning for this hyperparameter.

Figure 13: Performance ranking for each dataset. Top:
Zero-shot evaluation vs humans. Bottom: CoT evalua-
tion vs humans.
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All Static Context Required No Context Required

Figure 14: Model performance on different splits based on whether context is needed. All Static is the case where
no statement has context. Context Required includes statements where context is needed. No Context Required
consists of cases where context is not necessary.

chain-of-thought (CoT) prompting leads to924

substantial reordering in the case of the Polite.925

These findings indicate that static evaluations may926

not reliably capture models’ true relative927

performance in social cognition tasks.928

Dataset 0-shot CoT

iSarcasm 0.54 0.43
Politeness 0.83 0.03
GoEmo-Sent 0.83 0.94
SemT6-Sent 0.54 0.71
CovidVacc 0.83 0.66
SemT6-Abor 0.49 0.31

Table 5: Rank correlation (RC) of performance between
No Context and Full Context settings for Zero-Shot vs
CoT performance.
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Figure 15: Evaluation with Zero-shot prompting

Dataset 0-shot 3-shot 5-shot 10-shot

Rank Corr p-value Rank Corr p-value Rank Corr p-value Rank Corr p-value

iSarcasm 0.54 0.266 0.54 0.266 0.66 0.156 0.66 0.156
Politeness 0.83 0.042 0.83 0.042 0.89 0.019 0.83 0.042
GoEmotions - Sentiment 0.83 0.042 0.31 0.544 0.49 0.329 0.60 0.208
SemEvalT6 - Sentiment 0.54 0.266 0.83 0.042 0.77 0.072 0.77 0.072
Covid Vaccine 0.83 0.042 0.83 0.042 0.83 0.042 0.94 0.005
SemEvalT6 - Abortion 0.49 0.329 0.26 0.623 0.37 0.468 0.49 0.329

Table 6: Model ranks ordered by 0-shot
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